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Abstract 

One major challenge in healthcare is utilizing Fundus Images (FI) to diagnose ocular pathology 

(OP). An ocular disorder disrupts the eye's regular functioning or adversely impacts the eye's visual 

acuity. Almost everyone experiences eye-sight issues throughout their lives, ranging from minor 

problems that can be managed at home to more severe conditions requiring specialized medical care. 

While certain kids require specialized care, others are minors who do not show up to support requests 

or who can be handled at home with ease. Ocular pathology detection approaches depend on Stacking 

Ensemble Federated (DL)Deep Learning (SEFDL), which was suggested in this work. First, an 

adaptive weight (AW)-based median filter (MF) is applied to image resizing and removing noise. Then, 

the data augmentation, coupled with the Synthetic Minority Over-sampling Technique (SMOTE), z, is 

employed to address data imbalance, a common issue in medical datasets. Finally, SEFDL is proposed 

for disease detection (DD). Adaptive TSO (Tuna-Swarm Optimization) Technique adjusted 

hyperparameters (HP) for 4 pre-trained models: CNN, VGG16, Inceptionv2, and ResNet50. DL models 

trained centrally have been compared with the enhanced algorithms in a federated framework. The 

proposed SEFDL model demonstrates superior accuracy and robustness when benchmarked against 

existing methods, highlighting its potential as a reliable diagnostic tool. Finally, the result must be 

compared with existing approaches to improve ocular pathology detection while addressing data 

privacy concerns in healthcare applications. 
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Introduction 

Globally, the disease rate for a number of 

ocular pathologies is increasing. The ageing 

population and imbalanced diet contribute to 

their rising prevalence [1]. Diabetic 

Retinopathy (DR), glaucoma, Age-related 

Macular Degeneration (AMD), and other 

conditions are among the many that cause 

blindness. Regardless of the OP, certain late 

stages represent permanent chronic disease. 

Therefore, ophthalmologists encourage patients 

to undergo screenings regularly to identify 

potential diseases. The automatic Detection of 

ocular pathologies is of great interest to 

multiple research initiatives in this setting. 

Higher performance detection was possible 

with Machine Learning (ML) techniques, 

particularly with DL techniques. Several retinal 

components, including the macula, optic nerve 

head, and blood vessel tree, have affine forms 

and morphologies, as demonstrated by the FIs 

[2]. Retinal components may regenerate, or 

lesions may occur due to ocular pathologies. 

The size, form, contrast, and other 

characteristics of these lesions differ. They also 

frequently have characteristics in common with 

other retinal regions or clinical abnormalities. 
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The surgical specialty of ophthalmology 

focuses on diagnosing and treating eye diseases 

[3]. Ophthalmology has a long history of 

leading medical research and improving eye 

care. This subject entails thoroughly examining 

and analyzing a range of illnesses, utilizing 

pertinent technologies to ensure successful 

therapy. Anatomy [4], physiology, and eye 

disorders are the main areas of study for the 

medical specialty of ophthalmology. Medical 

experts in this profession who specialize in 

surgery and medicine are called 

ophthalmologists. They can identify, treat, and 

prevent disorders affecting the vision (Figure 1) 

and visual system. Retina and optic nerve 

prompt the Detection of early symptoms for 

disorders like glaucoma or cataracts [5]. Eye 

disorders, infections, and other conditions are 

skillfully diagnosed and treated by 

ophthalmologists. There is a noticeable lack of 

thorough studies examining AI's potential uses 

in this subject, despite its potential. A scientific 

examination is necessary to understand the 

applicability, restrictions, and DL, AI, and 

ML's potential in ophthalmology. 

 

Figure 1. Cross-Sectional View of the Eye 

In human history, AI represents the 4th 

industrial revolution. In recent years, DL, a 

class of State of Art (SOTA) ML algorithms, 

has gained much attention worldwide [6]. DL 

processes incoming data automatically, 

recognizing complex structures in (HD) High-

Dimensional information by projecting it onto a 

lower-dimensional manifold, using 

representation-learning techniques with several 

layers of abstraction. Human FE (Feature 

Engineering) is no longer required as a result. 

In a number of fields, including (SR) Speech 

Recognition, (CV) Computer Vision, and NLP 

(Natural Language Processing), it has been 

shown that DL may achieve significantly higher 

accuracies than conventional techniques [7]. 

The primary use of DL in healthcare and 

medicine is Medical Imaging Analysis (MIA). 

Superior diagnosing ability in detecting a 

variety of clinical diseases has been shown by 

DL techniques, including metastatic lymph 

nodes from (BC) Breast Cancer from parts of 

tissues, skin images showing malignant 

melanoma, and chest X-rays showing TB. In 

addition, DL has been utilized in ocular 

imaging [8], primarily in Optical Coherence 

Tomography (OCT) and FI. 

AMD, glaucoma, DR, and Retinopathy of 

Prematurity (ROP) are among the major ocular 

pathologies for which DL approaches have 

been employed [9]. Then, Refractive Error (RE) 

and Cardiovascular Risk Indicators (CV) (e.g., 

age, BP, smoking status, BMI Mass Index) have 

been computed using DL [10]. The primary 

benefit of DL in ophthalmology is possible in 

screening for disorders with well-defined 

criteria, such as DR and ROP. Other conditions 

like AMD and glaucoma may also require 

screening tests and continual monitoring. 

However, screening demands significant 

time and money from medical facilities in 

wealthy and developing nations [11]. 

Screening and monitoring patients in 

primary vision care centres may be 

accomplished in the long run by combining the 

application of DL with telemedicine. Problems 



with vision are something that almost everyone 

has to deal with periodically. Many youngsters 

can be readily handled at home or do not show 

up on claims, while others require the care of an 

expert. SEFDL-based techniques for detecting 

ocular pathologies are suggested in this study. 

The study is structured as follows: Section 2 

examines a few modern methods for 

detecting disorders related to ocular pathology. 

The proposed methodology's approach is 

presented in Section 3. The results and 

comments are presented in Section 4. Section 5 

discusses future work and the conclusion. 

Literature Review 

Various ML and DL methods that have been 

utilized recently to diagnose disorders related to 

ocular pathology and it is discussed in this 

section. 

A robust Fuzzy Recognition (FR) approach 

was suggested by Sujatha et al. [12]. The High-

Resolution Fundus (HRF) Image Database is 

used in this analysis to illustrate how ocular 

illnesses affect the iris. 

A sequence of image processing 

(IP) techniques is applied to the eye images, 

beginning with methods for noise reduction 

(NR) with Blind de-convolution. Wavelet-

based Feature Extraction (FE) and Principal 

Component Analysis (PCA) for dimensionality 

reduction come next. For classifying the 

healthy and infected eyes, fuzzy C-means 

clustering (FCM) deduction method is used. 

The recommended approach completes the 

process in under two minutes, demonstrating 

exceptional efficiency. With sensitivity and 

specificity scores ranging from 94% to 98%, 

this suggested method delivers remarkable 

accuracy. 

For the Detection of cataracts, a Deep 

Convolution Neural Network (DCNN)-based 

technique was presented by Hossain et al. [13]. 

It consists of 2 modules: training and testing. 

(RFI) Retinal Fundus The proposed DCNN 

structure is trained, validated, and tested using 

images. The experiment's outcomes indicate 

that the proposed technique may accurately 

identify eye cataracts. 

An ML method for detecting the presence of 

pathological myopia depends on FI was created 

by Rauf et al. [14]. For this, the CNN 

DL approach is employed. In Spyder, a CNN 

structure is created. Initially, the FI undergo 

preprocessing. The CNN structure that has been 

created is then given the preprocessed images. 

The CNN framework effectively distinguishes 

between normal and pathological myopia in the 

input images by FE from the images. With an 

AUC of 0.9845, the effective performance of 

the CNN framework was determined. 0.1457 is 

the best validation loss that was found. Based 

on the FI, the framework has been demonstrated 

to detect pathological myopia effectively. 

A DL-based algorithm that can be 

implemented on a smartphone was introduced 

by Pérez et al. [15] to evaluate the quality of 

ocular FI. A public eye fundus dataset 

containing 2 annotations was employed to 

assess the algorithm. In the case of the three-

class classification work and the binary 

classification (BC) task, the accuracy of the 

suggested technique was 0.911 and 0.856, 

respectively. In addition, the technique that has 

been provided offers fewer parameters than 

previous SOTA models, making it a viable 

substitute for a mobile-based device for 

classifying the quality of the eye fundus. 

Junayed et al. [16] introduced a unique 

(DNN) Deep NN called CataractNet for 

automatic cataract diagnosis in FI. For training 

the network with small kernels, fewer training 

parameters, and layers, the loss and (AF) 

Activation Functions are adjusted. Therefore, 

CataractNet's computation cost and average 

operating time are much lower than those of 

other pre-trained CNN frameworks. The 

(AO) Adam Optimizer is employed to optimize 

the suggested network. For training the model, 

1130 FI, both cataract and non-cataract, are 

gathered and enhanced to create 4746 images. 

Before training the framework, the dataset gets 

larger by augmentation to prevent the over-



fitting issue. With an average accuracy of 

99.13%, experimental data demonstrate that the 

suggested technique executes better than the 

SOTA cataract detection techniques. 

To extract significant features from the 

image, Sharma et al. [17] used DR of the image 

and channel contraction, which allowed simply 

the high-level (HL) features required for 

reconstructing the segmented feature image. 

The current approach performs well when 

detecting glaucoma from retinal 

OCT Angiography (OCTA) images (area 

covered by the receiver-operator characteristic 

curve, or AUC ~ 0.81). The manual and DL-

based segmentation parameters showed a 

statistically significant Pearson's Correlation 

Coefficient (p = 0.9969) and a minimal bias 

(~ 0.00185) in Bland-Altman analysis. 

Commercial software exhibits a larger bias 

(~ 0.0694, p = 0.8534) on similar datasets. 

Depending on the examination of 3670 OCTA 

images, the current model is 10 times lighter 

and has superior segmentation accuracy and 

model training reliability than Unet, which is 

employed for Biomedical Image Segmentation 

(BTS). 

For computer-aided categorization of 

Diabetic Macular Edema (DME), drusen, and 

Choroidal Neo Vascularization (CNV), Sunija 

et al. [18] presented a DNN-based classifier 

using standard retinal OCT images. Serious 

retinal diseases can also be successfully 

diagnosed and classified from OCT images 

using a DCNN with six convolutional blocks. 

An approach for (CAM) Class Activation 

Mapping based on gradients is employed to 

clarify the classification outcomes. High-

quality images were produced with minimal 

assistance from a human operator, as suggested 

by Teikari et al.'s [19] "active acquisition" 

embedded DL technique. The enhanced (IQ) 

Image Quality should result in more reliable 

DL-based clinical diagnostics in clinical 

settings. The low cost and continuously rising 

hardware performance will make embedded 

DL viable. Pathologists will quickly review 

potential calculation techniques for more 

extensive clinical systems. In short, 

applications can be part of a 3-layer architecture 

consisting of Fog Layer, cloud layers, and Edge 

Layer (EL) with the device-level 

implementation of the former. Improved DL-

based clinical (DM) Data Mining is made 

possible via enhanced EL execution through 

"active acquisition", It results into higher-

quality data saved in cloud and electronic health 

records (EHR) and serves as an independent 

data curation operator. 

Using porcine eyes that had been treated 

using Ringer's lactate solution as samples, Song 

et al. [20] presented an initial automated 

technique for measuring the volume of 

subretinal blebs. The Duke Eye Center 

employed microscope-integrated OCT to 

provide a 3-D image of the subretinal blebs in 

porcine eyes. Of 37 eyes, 15 (30 volumes) were 

chosen, and 2 distinct injection stages were 

captured and evaluated. The team developing 

and testing the method didn't impact on the 

inclusion/exclusion criteria. A unique 

lightweight technique based on DL was created 

to segment subretinal bleb borders. Selection 

bias was prevented by using a cross-validation 

(CV) technique. An ensemble-classifier 

approach was employed to produce the 

outcomes for the test dataset. 

A DL method for (MF) Macula Fovea 

detection on ultra-Widefield Fundus (UWF) 

images was presented by Wang et al. [21]. 2300 

UWFI from China's Shenzhen Aier Eye Clinic 

were taken for this investigation. The pre-

amplifying of 1800 training FI, 400 validation 

images, and 100 test images is done using 

methods that utilize U-shape networks (Unet) 

and Fully Convolutional Networks (FCN). 

Three qualified ophthalmologists were invited 

to mark the fovea. An approach is examined 

from the perspective of anatomy. The spatial 

link between the MF and the optic disc centre 

in UWF is the basis for this method. This 

technique's parameters are established and 

confirmed to be effective according to the 



expertise of ophthalmologists. The UWF-

OCT technique detects the accurate grounded 

standard, from which the outcomes are 

determined by computing the (ED) Euclidean 

Distance among the suggested techniques and 

this standard. After comparing the proposed 

approaches, researchers demonstrate that Unet's 

DL technique performed better on 

MF detection tests than the other approaches, 

yielding results similar to those of the grounded 

conventional technique. 

On the basis of a hierarchical coarse-to-fine 

deep regression neural network, Xie et al. [22] 

introduced a novel end-to-end fovea 

localisation technique. A Gaussian-shift-

cropping technique for effective training (DA) 

Data Augmentation, a multi-field-of-view 

(multi-FOV) Feature Fusion (FF) approach for 

context-aware feature learning, and a Multi-

Scale FF (MSFF) approach and self-attention 

approach for leveraging location, semantic, and 

contextual data in a combined structure are 

some of the new features of the new approach. 

Through demonstration, it has been 

indicated that the innovative strategy obtained 

SOTA performances by presenting substantial 

test outcomes on 2 public databases. To further 

emphasize the overall structure's effectiveness 

and technical soundness and its different 

component parts, researchers also provide 

extensive ablation research and analysis. 

Proposed Methodology 

This work proposes ocular pathology 

classification approaches based on Stacking 

Ensemble Federated Deep Learning (SEFDL). 

First, an adaptive weight-based median filter is 

applied to image resizing and removing noise. 

Then, data augmentation and handling data 

imbalance using SMOTE are applied. Finally, 

Stacking Ensemble Federated Deep Learning 

(SEFDL) is proposed for disease detection. 

Researchers have used four pre-trained 

frameworks such as CNN, VGG16, 

Inceptionv2, and ResNet50 and implemented 

hyperparameter tuning with the help of the 

Adaptive Tuna-Swarm Optimization 

Algorithm. 

 

Figure 2. The Overall Process of the Suggested Procedure 

Preprocessing using AWF 

In order to prepare image data for model 

input, preprocessing [23] is necessary. In this 

work, preprocessing is used to enhance fundus 

image quality. In this study, popular retinal 

imaging methods are fully explained. The 

picture is magnified to help detect ocular 

disease stages. 

Noise Filtering 

Extraneous or redundant data in images is 

referred to as image noise. Theoretically, a 

random error which can be unpredictable in the 

natural environment is called noise. Gaussian 

White Noise (GWN), Poisson noise, Salt and 

Pepper Noise (SPN), and Multiplicative Noise 

(MN) are prevalent forms of noise in digital IP. 



The noise breaks up the clear image.Thus, this 

technique aims to boost the applicability for 

many image types; the AWF is suggested to 

avoid the noises in the image. 

Cropping 

One technique for editing images is called 

image cropping to enhance the frame, adjust the 

aspect ratio, or highlight a subject in an image. 

The area to crop the image to is indicated by 4 

dimensions. The cropping process yields a 

modified image with the dimensions of the 

cropping rectangle by removing all details 

outside of it. The proportion of the image's 

height to width. 2 numbers split by a colon, 

such as 4:3 or four-to-three, denote this ratio. 

Cropping reduces the number of pixels and 

resizes the image by removing portions. 

Mirroring 

A reversed item oriented perpendicular to the 

surface of the mirror and reflected almost 

exactly is called a mirror image (in a plane 

mirror).The reflection of materials like water or 

mirrors causes it to appear as an optical effect. 

Image resizes 

IQ and file size are impacted when an image 

is resized since it changes its dimensions. The 

most common reason to scale an image is to 

reduce the size and complexity of enormous 

files. Picture interpolation occurs when you 

scale or distort a picture transferred from one 

grid of pixels to another. To increase or 

decrease the overall amount of pixels in an 

image, resizing is required. In contrast, 

remapping compensates for lens distortion or 

rotates an image. 

Adaptive Weiner Filter (AWF) 

Based on the local variance of an image, 

AWF delivers superior results by modifying the 

filter's output. The (MSE) Mean Square Error 

among the original and restored images must be 

as small as possible for an approach to be 

effective [24]. This method provides an 

improved overall filtering effect and maintains 

the edges and (HF) high-frequency regions of 

the image better than other filters. It has also 

made a few modifications. One way to handle 

such conditions is to automatically utilize 

various window options and choose the best 

one. However, in the moving window, the 

centre sample needs to be used efficiently in 

rough parts but disregarded in smooth regions 

in order to suppress subjectively annoying 

singularities. The issue of filtering images 

corrupted via signal-intended noise can be 

represented as follows as equation (1) 

𝑦(𝑖, 𝑗) = 𝑥(𝑖, 𝑗) + 𝑛(𝑖, 𝑗) (1) 

Here, the noise-free image can be denoted by 

𝑥(𝑖, 𝑗), the noisy measurement is represented by 

𝑦(𝑖, 𝑗), and the additive noise is represented by 

𝑛(𝑖, 𝑗). Eliminating noise 𝑦(𝑖, 𝑗)or "denoise" 

are considered to be the main objective in this 

work. To determine the final processing 

window for a given pixel in the image, the mean 

and variance of the pixel in various (WS) 

Window Sizes, like (3+2i)2, i = 0, 1, 2, 3, are 

compared. Multiple locations can be used to 

adaptively select the filter template. 

To enhance efficiency and preserve edges 

and texture, the detail region uses a minimum 

(WF) window filter, while the smooth area uses 

the broad WF. The pixels are processed using 

the formula as follows in equation (2) and (3), 

𝑟(𝑖, 𝑗) = 𝜇 + (1 − 𝑞 + ∆) ∗ (𝑠(𝑖, 𝑗) − 𝜇) (2) 

𝑞 =
𝜎𝑎𝑣𝑔

𝜎𝑣𝑎𝑟+1
 (3) 

∆=
𝜎𝑣𝑎𝑟

𝜎𝑎𝑣𝑔+𝜎𝑚𝑎𝑥+1
 (4) 

In this case, 𝜎𝑎𝑣𝑔 can be used to represent the 

average of the total variance of every pixel in 

the selected window.The variance of the current 

pixel can be symbolized as 𝜎𝑣𝑎𝑟, and the 

representation for the largest variance of each 

pixel in the picture is 𝜎𝑚𝑎𝑥 in equation (4). the 

original pixel can be denoted as 𝑠(𝑖, 𝑗), the 

output pixel. This significantly improves and 

allows the inner window's output to be 

transferred to a bigger external window for 

computing. 



Preprocessing for DA 

The provided data is insufficient to build 

robust and highly accurate classifiers in many 

classification scenarios. A popular method for 

dealing with the small quantity of data provided 

in comparison to the number of variables that 

may be changed in a classifier is to use DA [25]. 

DA entails employing label-preserving 

transformations to change existing samples into 

new ones described in Figure 3. It is commonly 

known, for example, that sufficiently tiny affine 

transformations of data preserve an image's 

label. DA has also been proven to improve the 

resilience of classifiers against various 

perturbations, including additive adversarial 

noise and geometric distortions. Despite 

dealing with a tiny transformation group, this 

strategy produces results comparable to the 

previous research and considerable gains in 

accuracy and resilience over non-DA schemes. 

 

Figure 3. Retinal Fundus Images for Analysis 

To increase the amount of data collected and 

improve the resilience of the FDL algorithm, 

the DA procedure entails changing the FI. To 

achieve this objective, FI rotation is utilized 

multiple times at a random angle. DA is another 

way to invert or mirror FI. In addition to 

rotating the images left, right, and down, the 

camera angles are chosen at random. Image 

cropping also entails adjusting the structure of 

size of the FI.FI is subjected to random pixel 

adjustments ranging from 0% to 10% or 15^% 

in another DA technique called shape 

adjustment. Furthermore, the process alters FI's 

brightness and light intensity by noising, 

blurring, and adjusting them. 

Handling Data Imbalance 

Considering that most machine learning 

techniques for classification were created 

assuming that each class may contain an equal 

amount of data, imbalanced classifications 

present a barrier to Predictive Modelling (PM). 

For the minority class in particular, this leads to 

models with minimal predictive accuracy. The 

minority class is usually more significant than 

the majority class; hence, this makes the 

minority class more vulnerable to classification 

errors. Most classification algorithms strive for 

true samples to learn and establish as precise a 

border as possible for every class to improve 

the prediction performance. 

Most classifiers determine that classifying 

synthetic cases near the border presents a 

significant learning challenge, while examples 

far from the border are easier to categorize. 

Present a novel enhanced technique (A-

SMOTE) for preparing imbalanced training sets 

based on these facts. The goal of this method is 

to accurately determine the borderline and 

generate pure synthetic samples using SMOTE 

generalisation. The recommended procedure 

consists of the following two steps: 

To create the synthetic sample according to 

the following equation, the first stage initially 

utilizes the SMOTE method [26]. 

𝑁 = 2 ∗ (𝑟 − 𝑧) + 𝑧 (5) 



Here, the amount of minority class samples 

can be denoted as 𝑧, the amount of majority 

class samples can be denoted as 𝑟, and the 

initial synthetic instances amount (currently 

created) can be symbolized as 𝑁 in equation (5). 

The goal of this method is to accurately 

determine the borderline and generate pure 

synthetic samples using SMOTE 

generalisation. The recommended procedure 

consists of the following two steps: 

After cleaning the given data, the Feature 

Selection (FS) process is carried out, as 

mentioned in the section below. 

Stacking Ensemble Federated Deep 

Learning 

The performance of the SEDL technique is 

frequently either better than or equal to that of 

a single (BC) Base Classifier since it 

incorporates several separate learning 

techniques. This has led to its increasing 

popularity and effectiveness in the area of ML. 

Various BCs and Meta Classifiers (MC) 

covered in this section are utilized in 

the suggested optimum BC for stacking. In this 

case, the FV (Feature Vector) sets f, b, and d are 

produced from the dataset; the set is denoted by 

b, which is applied to various feature sets, and 

the trained BC set can be denoted as d. 

Here, 𝑓 = [𝑓1, 𝑓2., 𝑓𝑛] is the representation of 

the 𝑛 input FV. The k-train BC is represented 

by the matrix 𝑏 = [𝑏1, 𝑏2., 𝑏𝑘]. The output of 

the 𝑚 -train base classifiers should now be 

represented as 𝑑 = [𝑑1, 𝑑2., 𝑑𝑚]. 

The ith trained BC produced the following 

results, as an instance in equation (6), 

𝑑𝑖 = 𝑏(𝑓𝑖) (6) 

The MC is selected from the b vector among 

the BCs, and as a result, the final output p = [𝑝1, 

𝑝2,., 𝑝𝑛] is expressed as follows: equation (7), 

𝑝𝑖 = 𝑚𝑐(𝑑𝑖) (7) 

Here, 𝑦 = [𝑦1, 𝑦2,., 𝑦𝑛] indicates the dataset 

sample's actual value and applies the most 

accurate trained BC to create predictions. More 

accurate BC that have been trained are more 

efficient. The OSEL framework allows for 

generating k additional MC as an additional to 

the MC. The following standards were 

employed to determine which BC was the 

most effective 

𝑚𝑖𝑛𝑗(𝜃) =
1

𝑚
∑ (‖𝑦𝑖 −
𝑚
𝑖=1

𝑝𝑖‖)
2 𝑠. 𝑡 {

1 ≤ 𝑖 ≤ 𝑚
𝑏𝑖 ∈ 𝑏
𝑚𝑐 ∈ 𝑏

 (8) 

Here, equation (8) shows 𝑝𝑖 stands for the 

predicted value and 𝑦𝑖 for the actual value. 

CNN 

DL with CNNs is the most effective and 

efficient technique. One type of artificial neural 

network (ANN) is CNN. In simple terms, (HL) 

Hidden Layers, OL (Output Layers), and IL 

(Input Layers) constitute ANNs. Artificial 

neurons that resemble brain neurons make up 

each layer. Weights have been attached to every 

neuron, passing information via HL from the 

IL to the OL [27]. These weights are repeatedly 

modified using an (AF) Activation Function 

that accepts the total input weights as input. 

Networks make iterations to reduce errors. A 

(DNN) Deep Neural Network is produced by 

including more HL. However, unlike 

conventional ANNs, CNNs scale effectively 

and may accept whole images as input (Figure 

4). 

 

Figure 4. CNN 



The majority of a CNN's design is made up 

of the IL, CL, Rectified Linear Units (ReLU) 

layer, pooling layer, and (FC) Connected layer. 

Usually, the IL receives an input image of 

(height _ width _ the number of channels). 

Three colour channels, are present in an RGB 

image. These are the basic layers of a CNN 

since CL contains convolutional filters, also 

referred to as kernels. Each of these filters joins 

the entire image to produce an AF that responds 

to certain elements, such as colors and edges. 

Next, a ReLU layer is typically used since it 

expedites the training procedure using the 

ReLU AF. Because the pooling layer eliminates 

redundant data, it gradually reduces the input 

image's sample size to avoid overfitting. Lastly, 

several CL and pooling layers are followed by 

the FC layers. Each neuron in these layers is 

linked to each AF in the layer before it, 

for identifying intricate patterns. 

VGG 16 

The conventional CNN structure is called 

VGG or VGGNet. VGG was created to enhance 

the technique's efficiency and these CNNs. A 

traditional, multi-layered DCNN structure is 

called Visual Geometry Group (VGG) [28]. 

Using VGG-16 or VGG-19, which comprises 

16 and 19 CL, the term "deep" refers to the 

number of layers. Figure 5 demonstrates how 

significant OD (object detection) methods are 

based on the VGG framework. 

Additionally, the VGGNet outperforms 

standard techniques on extensive tasks and 

datasets beyond ImageNet, but it has been 

created as a DNN. 

 

Figure 5. Architecture of VGGnet 

VGG Architecture 

The fundamental components of CNN serve 

as the foundation for VGGNets. Very tiny 

convolutional filters are employed in 

constructing the VGG network. 13 CLs and 3 

FC layers constitute the structure of VGG-16. 

Analyze the VGG architecture in simple terms: 

Input: A 224 x 224 image gets input into the 

VGGNet. The model's developers divided 

every image's middle 224x224 patch for the 

ImageNet competition to retain the image's 

consistent input size. 

Convolutional Layers (CL): Utilizing a 

minimal receptive field of 3x3, the smallest size 

that retains up/down and left/correct capture, 

the CL of VGG utilizes this. Furthermore, 1x1 

convolution filters are included, which function 

as an input (LT) Linear Transformation. The 

next important AlexNet concept that reduces 

training times is a ReLU unit. If the input is 

positive, the ReLU, a piecewise Linear 

Function (PLF) returns input, or else it returns 

0. Preserving the (SR) Spatial Resolution 

following convolution requires setting the 

convolution stride, or the number of pixel shifts 

on the input matrix, at 1. 

Hidden Layers (HL): ReLU is employed by 

every HL in the VGG network. Local Response 

Normalization (LRN) is usually not employed 

by VGG since it lengthens training times and 

uses more memory. Moreover, it generally does 

not affect accuracy. 

Fully-Connected (FC) Layers: There are 3 

FC layers in the VGGNet. There are three 

layers with a total of 1000 channels, one for 

each class. The first two layers have 4096 

channels each. 



VGG 16 

The CNN framework is also known as 

VGG16. It is also known as the VGG 

framework, or VGGNet, which has 16 layers. 

In ImageNet, the VGG16 framework obtains 

around 92.7% top-5 test accuracy. One dataset 

is ImageNet. It substantially surpasses AlexNet 

by eventually substituting multiple 3×3 kernel-

sized filters for the larger kernel-sized filters. 

Nvidia Titan Black GPUs were implemented 

for several weeks to train the VGG16 

architecture. As mentioned, the 16-layer 

VGGNet-16 can identify images into 1000 

distinct object categories, including pencils, 

mouse, keyboards, and animals. Additionally, 

224x224 images can be entered into the 

structure, as shown in Figure 6. 

 

Figure 6. Classification Results of Retinal Fundus Images: Actual vs Predicted Outcomes 

The statement that the VGGnet is a 16-layer 

DNN is indicated by the number 16. This 

indicates that VGG16 contains over 138 million 

parameters, making it a relatively large 

network. It's a massive network, even by today's 

standards. Figure 7 indicates how the network's 

simplicity of VGGNet16 structure enhances its 

appeal. The structure suggests that it is more 

homogeneous. A few CLs are followed by a 

pooling layer that reduces the height and width. 

It is possible to increase the number of filters 

employed from the approximately 64 currently 

accessible to approximately 128 and, 

ultimately, 256. Utilize 512 filters in the final 

layers. 

\]  

Figure 7. Architecture of VGG16 

Several VGG16 issues with FE from image 

datasets were brought to light by the previous 

analysis. Initially, 1000 categories were 

recognized from 1 million images using 

VGG16 in an HD dataset. Consequently, a 

noticeable underfitting was applied to tiny 

datasets with fewer training characteristics. Due 

to the excessive homogeneity of image features, 

frameworks have difficulty capturing pertinent 

features, making it challenging to determine if 

a disease is present or absent in images. As a 

result, recognition errors are frequently 

produced during training using deeper network 

layers. This problem is resolved using the 



regularization in the layers of the VGG16 

model. This work introduces the regularization-

based Adaptive factor (RA) to solve the 

underfitting problem. 

Regularization based Adaptive Factor 

(RA) 

Further strategies are employed in addition 

to the regularized target to prevent underfitting. 

After every boosting step, the RA function is 

comprised of freshly added weights through a 

factor 𝑅𝐴𝑤𝑗
∗. Adaptive learning lessens the 

impact of every distinct layer and creates 

possibilities for future predictions to enhance 

the framework, comparable to the LR (Learning 

Rate) in optimization. 

Determine the ideal weight. 𝑅𝐴𝑤𝑗
∗ of layers 

j for a fixed structure q(x) as given below in 

equation (9), 

𝑅𝐴𝑤𝑗
∗ = −

∑ 𝑔𝑖𝑖∈𝐼𝑗

∑ ℎ𝑖+𝜆𝑖∈𝐼𝑗

 (9) 

An approximation factor is denoted by ∈. 

This suggests that approximately selected 

points are automatically selected. In this case, 

the weight of each data point is represented by 

hi in equation (10) and (11), 

∑
1

2
ℎ𝑖(𝑓𝑡(𝑥𝑖) − 𝑔𝑖 ℎ𝑖)⁄ 2𝑛

𝑖=1 +Ω(𝑓𝑡) (10) 

As the instance set of layer j, define 𝐼𝑗  =

 {𝑖|𝑞(𝑥𝑖)  =  𝑗}. It can also expand Ω in the 

following ways: 

ℒ(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
𝑛
𝑖=1

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡) 

(11) 

ℒ(𝑡) = ∑ [𝑔𝑖𝑓𝑡(𝑥𝑖) +
𝑛
𝑖=1

1

2
ℎ𝑖𝑓𝑡

2(𝑥𝑖)] +
1

2
λ∑ wj

2T
j=1  (12) 

It has labels 𝑔𝑖 ℎ𝑖⁄  and weights ℎ𝑖, and it is 

accurately weighted squared loss. It is difficult 

to identify candidate splits that demand huge 

datasets in equation (12). 

Inspection v2 

Batch Normalization (BN) is a notable 

feature of Inception v2, the 2nd generation of 

Inception CNN structures. Due to the 

advantages of BN, additional modifications 

include the removal of Local Response 

Normalization and the reduction of dropout. 

Applying convolutions like 5*5 in Inception 

V1 occasionally results in a significant 

reduction in the input dimensions. As a result, 

the NN employs a fall in accuracy [29]. The 

NN may lose some of its data if the input 

dimension drops too much. Additionally, using 

larger convolutions 5×5 instead of 3×3results in 

a decrease in complexity. 

Factorization can be extended further, 

meaning that a 3×3 (C) Convolution can be 

divided into an asymmetric 1×3 C. 

Subsequently, a 3×1 C. Compared to a 3×3C, 

and this is similar to sliding a two-layer network 

with the same receptive field, but at a rate of 

33% less. This factorization only functions well 

when the input size is mxm (12 to 20), not when 

the input dimensions are large for early layers. 

According to the Inception V1 architecture, the 

auxiliary classifier improves the network's 

convergence. Moving the beneficial gradient to 

earlier layers (to lower the loss), researchers 

suggest that it may support and mitigate the 

effects of the Vanishing Gradient Problem 

(VGP) in deep networks. 

\ 

Figure 8. Inspection V2 Architecture 



In the Inception V2 architecture, as shown in 

figure 8. Two 3×3 C take the place of the 5×5 C. 

A 5×5 C takes 2.78 times more than a 3×3 C; 

implementing this reduces computing time and 

boosts speed. Accordingly, the architecture 

performs better when it employs two 3×3layers 

rather than five 5×5 layers. Additionally, 1xn 

and nx1 factorization are produced from nXn 

factorization using this structure. As previously 

mentioned, a 3×3 C can be transformed into a 

1×3 C, which is followed by a 3×1 C, which has 

a computational complexity 33% lower than 

that of a 3×3. Rather than exploring deeper, the 

module's feature banks were enlarged to 

address the representational bottleneck issue. 

Doing this would avoid the knowledge loss that 

results from going deeper. 

Resnet 50 

Gradient explosion/dissipation is the initial 

issue with increasing depth. This is because as 

the amount of layers rises, the GBP (Gradient 

Back Propagation) in the network becomes 

unstable due to multiplications, growing either 

very high or very little. Gradient Dissipation 

(GD) is one of the frequent issues. Many 

methods have been discovered for overcoming 

GD, including Xavier initialization, utilizing 

BN, and altering the AF to ReLU. GD has been 

effectively solved, it may be stated [30]. 

Degradation, or the worsening of the network's 

performance with increasing depth, is another 

issue with deepening networks. 

The network can do more intricate structure 

FE when the amount of layers is raised so that 

deeper models may offer superior outcomes. 

The deep network was discovered to be 

degenerating, nevertheless, by the test. The 

network's accuracy becomes saturated or 

declines as network depth increases. The 

accuracy of the training set is declining. 

Overfitting doesn't seem to be the reason 

behind this. Since overfitting should result in 

high training set accuracy, ResNet solves this 

difficulty, and several orders of magnitude are 

added to the network's depth once it is resolved. 

The final output is y = F(x)+x. ResNet 

presented two types of mapping: The "curved 

curve" in Figure 9 is referred to as Identity 

Mapping (IM) and the component that is not the 

"curved curve" is referred to as Residual 

Mapping (RM). In the formula, IM refers to x 

because, as its name implies, it pertains to 

"difference," or y − x. On the other hand, F(x) 

is what RM means. ResNet-50 initially 

executed convolution operations on the input, 

then four residual blocks, and final 

FC operations to complete classification tasks. 

With 50 Conv2D procedures, ResNet-50's 

network structure is presented in Figure 10. 

 

Fig. 9. Residual Block 

 

Fig. 10. ResNet-50 



To summarize the features of the preceding 

layers, the FC layer often appears at the final 

stage of the CNN. The last FC layer can be 

viewed as feature weighing as it considers the 

preceding convolution and pooling to be the 

feature engineering, local amplification, and 

local FE processes. The FC layer's structure 

typically facilitates rapid learning of the 

nonlinear combination of sophisticated features 

produced via the CL. The potential nonlinear 

function will be taught to the FC layer. The 

following is the fundamental process of 

learning. The image is initially compressed into 

CV (Column Vectors) and put back into the 

FFNN (Feed Forward NN) after being 

transformed into a format that can be utilized 

with an MLP. Every training process 

subsequently utilizes the compressed 

information. Using classification approaches 

like Softmax, the model can effectively 

discriminate between the image's primary 

features and a few low-level features. 

Parameter Optimization using Adaptive 

Tuna Swarm Optimization (TSO) 

The most prominent hunter in the water is the 

tuna. Some little predators are more flexible 

than tuna despite the tuna's high swimming 

speed. As a result, when engaging in predatory 

behaviour, tuna frequently prefer to cooperate 

in groups to catch targets. The spiral and (PF) 

Parabolic Foraging techniques are the 2 

effective predatory tactics the TS employs [31]. 

Each tuna closely follows the preceding fish as 

the swarm utilizes the PF technique. The tuna 

swarm encircles the target in a parabola. The 

tuna swarm will group in spiral formations and 

push fish toward shallow water areas using the 

SF (Spiral Foraging) method. There is a higher 

chance of capturing prey. Through observing 

these 2 (TS) Tuna Swarm foraging behaviours, 

researchers introduced TSO, a novel (SI) 

Swarm Intelligence Optimization. 

Population Initialization 

A TS comprises𝑁P tunas. During the early 

phase of the swarm, the TSO approach 

generates the initial swarm is randomly 

distributed throughout the search space. The 

following are the formulae that are employed to 

initialize tuna individuals in equation (13) and 

(14), 

𝑋𝑖
𝑖𝑛𝑡 = 𝑟𝑎𝑛𝑑. (𝑢𝑏 − 𝑙𝑏) + 𝑙𝑏 (13) 

= [𝑥𝑖
1𝑥𝑖

2……𝑥𝑖
𝑗
] {
𝑖 = 1,2,… . , 𝑁𝑃
𝑗 = 1,2,… . , 𝐷𝑖𝑚

 (14) 

Here, 𝑢𝑏 and 𝑙𝑏 represent the upper and 

lower bounds of the tuna exploration range; the 

𝑖-th tuna is denoted by 𝑋𝑖
𝑖𝑛𝑡 , and random 

variables with uniform distributions between 0 

and 1 can be denoted as 𝑟𝑎𝑛𝑑. Specifically, 

every member of the TS, 𝑋𝑖
𝑖𝑛𝑡 , denotes a 

potential TSO solution. Every single tuna 

comprises a collection of (Dimensional)Dim 

numbers. 

Parabolic Foraging Strategy 

The main foods of tuna are eel and herring. 

They frequently adjust their swimming 

direction to avoid predators by using their speed 

advantage. For predators, catching them is 

extremely difficult. The TS will attack their 

prey together since they are less nimble than 

their target. The prey will serve as a point of 

reference for the TS as it pursues other prey 

[32]. As they hunt, the TS creates a parabola 

around the prey, with each fish following the 

previous one. The TS additionally employs a 

spiral foraging technique. The following is a 

mathematical representation of the TS's PF, 

assuming a 50% chance of selecting either 

strategy: 

𝑋𝑖
𝑖𝑛𝑡

= {
𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝑟𝑎𝑛𝑑. (𝑋𝑏𝑒𝑠𝑡

𝑡 − 𝑋𝑖
𝑡) + 𝑇𝐹. 𝑝2 . (𝑋𝑏𝑒𝑠𝑡

𝑡 − 𝑋𝑖
𝑡), 𝑖𝑓 𝑟𝑎𝑛𝑑 < 0.5

𝑇𝐹. 𝑝2 . 𝑋𝑖
𝑡, 𝑖𝑓 𝑟𝑎𝑛𝑑 ≥ 0.5

 

 (15) 

𝑝 = (1 −
𝑡

𝑡𝑚𝑎𝑥
)

𝑡

𝑡𝑚𝑎𝑥 (16) 

Here, equation (15) and (16) shows the 

maximum amount of preset repetitions denoted 

as 𝑡𝑚𝑎𝑥  and the repetition that is being executed 



at the moment can be represented as t. Random 

values of 1 or −1 make up 𝑇𝐹. 

Spiral Foraging Strategy 

The SF approach is an additional effective 

cooperative foraging technique besides the PF. 

Most tuna cannot make the correct direction 

decisions when pursuing their prey, but a select 

few can steer the swarm of fish in the 

appropriate direction. When this small group of 

fish begins to pursue the prey, the adjacent tuna 

will follow. 

The entire swarm of tuna will finally come 

together in a spiral pattern to capture their prey. 

The TS employs an SF method, and members 

of the swarm will communicate with each other 

and the best people to follow or nearby 

members. Even the greatest individual may not 

always be able to direct the swarm efficiently to 

catch prey. A random member of the swarm 

will then be chosen by the tuna to be followed. 

The SF strategy's mathematical equation is 

given below: 

𝑋𝑖
𝑡+1 =

{
 
 

 
 

𝛼1(𝑋𝑟𝑎𝑛𝑑
𝑡 + 𝜏. |𝑋𝑟𝑎𝑛𝑑

𝑡 −𝑋𝑖
𝑡| + 𝛼2. 𝑋𝑖

𝑡),

𝛼1(𝑋𝑟𝑎𝑛𝑑
𝑡 + 𝜏. |𝑋𝑟𝑎𝑛𝑑

𝑡 −𝑋𝑖
𝑡| + 𝛼2. 𝑋𝑖−1

𝑡 ), 𝑖𝑓 𝑟𝑎𝑛𝑑 <
𝑡

𝑡𝑚𝑎𝑥

𝛼1(𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝜏. |𝑋𝑏𝑒𝑠𝑡

𝑡 −𝑋𝑖
𝑡| + 𝛼2. 𝑋𝑖

𝑡),

𝛼1(𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝜏. |𝑋𝑏𝑒𝑠𝑡

𝑡 −𝑋𝑖
𝑡| + 𝛼2. 𝑋𝑖−1

𝑡 ), 𝑖 = 2,3,… . ,𝑁𝑃

 

(17) 

Here, 𝑋𝑏𝑒𝑠𝑡
𝑡  denotes the current best 

individual. The 𝑖-th tuna in the 𝑡+1iteration is 

indicated by 𝑋𝑖
𝑡+1 . The reference point chosen 

at random within the TS is denoted by 𝑋𝑟𝑎𝑛𝑑
𝑡  in 

equation (17). 

The trend weight coefficient is denoted by α. 

The tuna individual swims towards the ideal 

individual or randomly chosen nearby 

individuals, and α is used to control this 

behaviour.The trend weight coefficient, 

denoted as 𝛼2, is employed to regulate the tuna 

individual swimming in the direction of the 

individual. The parameter denoted as 𝜏as 

determines the distance that separates the 

optimal or randomly chosen individual position 

from the current individual. The 

following computational framework is 

expressed as equation (18) and (19), 

𝛼1 = 𝛼 + (1 − 𝑎).
𝑡

𝑡𝑚𝑎𝑥
 (18) 

𝛼2 = (1 − 𝑎) − (1 − 𝑎).
𝑡

𝑡𝑚𝑎𝑥
 (19) 

𝜏 = 𝑒𝑏𝑙 . cos (2𝜋𝑏) (20) 

𝑙 = 𝑒
3cos(((𝑡𝑚𝑎𝑥+

1

𝑡
)−1)𝜋)

 (21) 

Here, the random value is distributed 

uniformly in the interval [0, 1] can be denoted 

as 𝑏, and 𝑎 is a constant that determines the unit 

of tuna in equation (20) and (21). 

Procedure 1. Pseudocode of Adaptive TSO 

 
Every tuna randomly selects whether to use 

the PF or SF strategies during the repetitive 

TSO method procedure. Following probability 

𝑍, tuna will also produce additional individuals 



inside the search area. TSO will thus select 

various methodologies depending on 𝑍 when 

creating novel individual locations. In the 

population, every tuna individuals are adapted 

continuously as the TSO method runs up until 

the specified amount of repetitions is reached. 

The TSO approach produced the optimal 

individual and its optimal value within the 

population. 

The first method explains the following 

benefits of TSO: (1) The TSO method can be 

implemented more easily because it has fewer 

configurable parameters. (2) This approach will 

save the best tuna individual's position for every 

repetition; the optimal value position will 

remain unchanged irrespective of the 

superiority of the candidate solution 

regressions. (3) By choosing 2 foraging 

methods, the TSO method can maintain the 

exploration and exploitation equilibrium. 

Moreover, the weight coefficient of tuna 

pursuing behaviour in ATSO is modified by 

introducing a nonlinear adaptive weight 

operator. Global exploration and local 

exploitation have a balanced connection in 

ATSO's adaptive approach. 

Adaptive Weight Coefficient Factor 

It is evident from Equations (5) and (6) that 

there are linear changes in the weight 

parameters 𝛼1 and 𝛼2. Nevertheless, the TSO 

optimization procedure is intricate, and the 

linear adjustments of weight parameters W1 

and W2 cannot represent the algorithm's real 

optimization process. Recently, many 

researchers have applied (NAW) Nonlinear 

Adaptive Weights to enhance SI optimization 

techniques, overcoming the limitations of linear 

control weights. Extensive testing suggests that 

the NAW technique overtakes the linear weight 

strategy by optimization. Thus, this study 

introduces 2 better nonlinear weight 

parameters, 𝛼1𝑖 and 𝛼2𝑖. It is expressed as 

follows: 

𝛼1𝑖(𝑡) = 𝛼1𝑖𝑛𝑖 − (𝛼1𝑖𝑛𝑖 −

𝛼1𝑓𝑖𝑛). sin (
𝑡

𝜇.𝑇𝑚𝑎
. 𝜋) (22) 

𝛼2𝑖(𝑡) = 𝛼2𝑖𝑛𝑖 − (𝛼2𝑖𝑛𝑖 −

𝛼2𝑓𝑖𝑛). sin (
𝑡

𝜇.𝑇𝑚𝑎
. 𝜋) (23) 

Here, 𝛼1’s beginning value with 𝜇= 2 can be 

denoted as𝛼1𝑖𝑛𝑖 , 𝛼1's final value can be denoted 

as 𝛼1𝑓𝑖𝑛, 𝛼2's initial value was represented by 

𝛼2𝑖𝑛𝑖 , and 𝛼2's final value was denoted as 𝛼2𝑓𝑖𝑛 

in equation (22) and (23). The original weight 

parameters, 𝛼1 and 𝛼2, were compared with 

(𝛼1𝑖 and 𝛼2𝑖)the enhanced weight parameters. 

Results and Discussion 

A real-world ophthalmic dataset is employed 

for the experiments. In this case, a GeForce 

GTX 1080 Ti GPU is employed to run Python 

and the Keras library for this research. 

Dataset Details 

From the Shanggong Medical Technology 

Co., Ltd., a real ophthalmic dataset is acquired 

named OIA-ODIR. Medical information and 

retinal FI from 5,000 patients in China are 

included in this. 

The patients in this dataset are categorised in 

Table 1 based on their conditions. Annotations 

are also documented by a certified 

ophthalmologist. Because glaucoma, cataracts, 

and AMD detection are the main goals of this 

investigation, from the original dataset, only 

four FI classes are used. The AMD, cataract, 

and glaucoma all remain normal. All of the 

AMD, cataract, and glaucoma images in the 

collection are used. For training, 1,000 normal 

samples were randomly selected. Table 1 shows 

the total number of images in each class. 

Table 1. Framework Parameters for the 3 Disease Dataset 

Disease Model Parameters 

𝑁 𝑛 𝛼 𝛾 𝜎 

AMID EfficientNet-B3 

FL- EfficientNet-B3 

600 - 0.25 2 0.80 



BCL- EfficientNet-B3 

FCL- EfficientNet-B3 

600 200 0.25 2 0.80 

Glaucoma EfficientNet-B3 

FL-EfficientNet-B3 

500 - 0.30 3 0.80 

BCL- EfficientNet-B3 

FCL- EfficientNet-B3 

500 150 0.30 3 0.80 

Cataract EfficientNet-B3 

FL-EfficientNet-B3 

50 - 0.25 2 0.70 

BCL- EfficientNet-B3 

FCL- EfficientNet-B3 

50 15 0.25 2 0.70 

Performance Metrics 

The efficacy of the proposed method is 

assessed using the metrics of accuracy (Acc), 

precision (P), recall (R), and f-measure. The 

suggested Federated Deep Learning (FDL) 

method is compared with the existing Lesion-

Localization Convolution Transformer (LLCT) 

and CNN. The following is the calculation of 

the performance metrics based on this 

confusion matrix. 

Precision measures how many successfully 

detected positive observations there are out of 

all shown positive observations, shown in 

equation (24). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) (24) 

Sensitivity or recall is the proportion of 

correctly identified positive observations to all 

observations in equation (25). 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) (25) 

The weighted average of accuracy and recall 

is referred to as the F-measure. It involves both 

false positives and false negatives as an 

equation (26) outcome. 

𝐹 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗ (𝑅𝑒𝑐𝑎𝑙𝑙 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) (26) 

In terms of positives and negatives, 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 is computed in the following way of 

equation (27), 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝐹𝑃)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 +

𝐹𝑁) (27) 

Where TP- True Positive, FP- False Positive, 

TN-True Negative, FN- False Negative. 

 

Figure 11. Model Accuracy 

Figure 11 represents the provided image that 

illustrates a line graph comparing a taining of a 

model and validation precision in a series of 

epochs (E). Here, the x-axis are plotted with a 

number of E, and on the y-axis, the model’s 

accuracy is presented. Subsequently, the orange 

line represents the validation accuracy and the 

blue line represents the training accuracy. 

Initially, validation accuracy is higher than 

training accuracy but fluctuates significantly. 

Towards the final epochs, both accuracies 

converge near 0.9, suggesting improved model 

generalization with minor fluctuations. 



 

Figure 12. Model Loss 

Figure 12 shows the image depicting a line 

graph comparing model loss and validation loss 

over epochs during training. ). Here, the x-axis 

are plotted with a number of E, and on the y-

axis, the model loss is presented. Following 

that, the orange line shows the validation loss, 

while the blue line shows the training loss. In 

the beginning, both losses drop down rapidly, 

with training loss higher than validation loss. 

As training progresses, the losses converge 

around epoch 7, though validation loss rises 

slightly, indicating potential overfitting. 

 

Figure 13. Confusion Matrix (CM) 

Figure 13 describes the graph as a CM that 

assesses a classification model's performance in 

two categories: "cataract" and "normal." The 

model correctly predicted 105 cataract cases 

and 97 normal cases, demonstrating good 

overall accuracy. However, it misclassified 4 

cataract cases as normal (false negatives (FN)) 

and 23 normal cases as cataract (false positives 

(FP)). The diagonal values, representing correct 

classifications, dominate, indicating the 

model’s effectiveness. While the model 

performs well, reducing FP and FN can further 

improve its reliability. 

 

Figure 14. Results of a Precise Comparison between the Recommended and Current Techniques for Ophthalmic 

Disease Data Classification 



Figure 14 shows the precision results for 

comparison between the recommended SEFDL 

and the current method for categorizing the 

information on ocular diseases. According to 

those outcomes, the FDL algorithm performed 

better than other standard techniques out of all 

the DL frameworks tested to identify 3 eye 

conditions: cataract, AMD, and glaucoma. 

Overall, the outcomes showed that the SEFDL 

model performed better on the provided 

datasets than the ML techniques under 

consideration. These outcomes align with the 

error rate previously obtained and can be linked 

to the rule sets that the suggested SEFDL 

classification framework produced. The results 

show that the suggested SEFDL approach 

performs more accurately than the present 

classification techniques. 

 

Figure 15. Recall Comparison Outcomes among the Suggested and Current Technique for the Ophthalmic 

Disease Data Classification 

Figure 15 shows the recall comparison 

results between the recommended and current 

methods for categorizing the information on 

ocular diseases. The primary focus of the data 

utilized in this research deals with diagnosing 

people exhibiting signs of ocular diseases, 

taking into account multiple variables that often 

impact the diagnosis outcome. Therefore, the 

PM is considered a classification issue arising 

from if ocular disease is present or absent. As 

an outcome, the suggested SEFDL frameworks 

were employed for the study, and they 

examined at and evaluated the results. 

 

Figure 16. F-measure Comparison Outcomes among the Suggested and Current Techniques for the Ophthalmic 

Disease Data Classification 

Figure 16 displays the outcomes of the F-

measure comparison between the 

recommended and current techniques for 

categorizing the information on ocular disease. 

Due to the transparency of the eye's lenses 

being affected by cataracts, blood vessels 

usually disappear, and the retina appears blurry 

in cataract FI. It assumes that frequently low 

contrast leads to the cataract, which is simple to 

identify. If a condition is not severe, it is 

difficult to classify. As can be seen from the 

comparison above, the suggested frameworks 



have the highest f-measure rate assessment in 

each database when compared to the other DL 

frameworks. The used database produced the 

best f-measure outcomes when compared to 

alternative methods. 

 

Figure 17. Accuracy Comparison Outcomes among the Suggested and Current Techniques for the Ophthalmic 

Disease Data Classification 

Figure 17 compares the accuracy of the 

recommended and recent methods for 

categorizing the information on ocular disease. 

An ensemble FDL is considered effective if it 

accurately predicts its objective and generalizes 

predictions to additional cases. Sensitivity and 

specificity are two subcategories of accuracy 

that are typically used to measure a framework's 

validation. In contrast to the CNN, LLCT, and 

current FDL models, which have respective 

accuracy of 95.67%, 93.9%, and 71.41%, the 

simulation results show that the suggested 

SEFDL technique has a high accuracy of 

97.27%. The investigation shows that the 

suggested SEFDL strategy performs more 

accurately than the existing classification 

methods. 

Conclusion 

The primary objective of this study is to 

develop a reliable and effective diagnostic 

technique to detect ocular pathologies. This 

work suggests that the Detection of ocular 

pathology methods depends on SEFDL. An 

adaptive weight-based median filter is initially 

applied to image resizing and removing noise. 

Then, data augmentation and handling of data 

imbalance using SMOTE are applied. Finally, 

Stacking Ensemble Federated Deep Learning 

(SEFDL) is suggested for disease detection. 4 

pre-trained models, including CNN, VGG16, 

Inceptionv2, and ResNet50, were employed, 

and the TSO Technique was utilized to adjust 

the hyperparameters. For the chosen SEFDL 

approach, the Adaptive TSO, ReLU, and 

sigmoid AFs demonstrated the most effective 

performance. The results of the recommended 

approach are compared with those of different 

SOTA methods. The comparison's accuracy 

and precision values demonstrate that the 

suggested SEFDL approach outperforms the 

others. This research could include the 

diagnostic investigation of additional eye-

related disorders, such as retinopathy and 

glaucoma. Moreover, it may be applied to 

investigate the effectiveness of this method and 

other approaches for this kind of situation in the 

FDL study. 
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