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Abstract 

This literature review delves into deep learning techniques for text-to-SQL parsing, exploring 

datasets, evaluation metrics, models, and methodologies. The study aims to provide a comprehensive 

overview of the field, analyzing strengths, weaknesses, accuracy, practical applications, and scalability 

of various approaches. By examining the current landscape and future directions, this work serves as 

a valuable resource for researchers, industry professionals, and enthusiasts interested in Natural 

Language Processing and neural semantic parsing. 

Keywords: Deep Learning, Natural Language Processing, Neural Semantic Parsing, Pretrained 

Language Model, Prompt Engineering, Single-Turn Text-To-SQL, Seq2seq, Transformers.

Introduction 

The field of Natural Language Interfaces to 

Databases (NLIDB) plays a crucial role in 

bridging the gap between human users and 

complex database systems. One of the key tasks 

within NLIDB is Text-to-SQL, which involves 

transforming natural language queries into 

executable SQL queries that can retrieve 

information from databases. This task is 

essential for enabling users to interact with 

databases using everyday language, eliminating 

the need for knowledge of complex query 

languages. 

Text-to-SQL has garnered significant 

attention due to its practical applications in 

various domains, including information 

retrieval, data analysis, and decision-making 

processes. By enabling users to express their 

information needs in natural language, Text-to-

SQL systems enhance the accessibility and 

usability of databases for a wide range of users, 

including those without technical expertise in 

SQL query writing. 

Advancements in deep learning [1, 2, 11–15, 

3–10][16–18][19–21] have revolutionized the 

Text-to-SQL task [22–24], leading to the 

development of sophisticated models capable 

of understanding the semantic nuances of 

natural language queries and generating 

accurate SQL representations. These models 

leverage techniques such as Seq-to-seq 

frameworks, Transformer-based approaches, 

pre-trained models, and Prompt Engineering 

strategies to improve the accuracy and 

efficiency of Text-to-SQL systems. 

Despite advancements in text-to-SQL 

models, there is a lack of comprehensive 

analysis comparing different architectures and 

methodologies. This hinders a holistic 

understanding of the field and future model 

development. In addition, the diversity and 

complexity of datasets used for training and 

evaluating text-to-SQL models vary 

significantly, affecting model performance and 

generalization ability. In this work, we try to 

respond to these questions: 

1. what are the best practices for dataset 

curation and utilization in the text-to-SQL 

domain? 

2. What are the strengths and weaknesses of 

the current text-to-SQL models and 

architectures, and how do different 



methodologies compare in terms of 

accuracy, scalability, and practical 

applications? 

 

Figure 1: High-level Topology for Text-to-SQL

This work aims to review deep learning 

techniques used in the field of Text-to-SQL i.e. 

the dataset, the evaluation, and models. Our 

objective is to 

1. create a high-level map (Fig1.) that 

providing a comprehensive review of 

text-to-SQL. 

2. provide an analysis of each component 

of this map. 

3. discuss the future direction in the field 

of text-to-SQL. 

Initially, we suggest 4D as the best practice 

for dataset curation, encompassing Diversity of 

Schema, Diversity (Complexity) of Queries, 

Data Size and Quality, and Domain Specificity, 

to evaluate a text-to-SQL dataset. Subsequently, 

we perform a SWAPS analysis, focusing on 

Strengths, Weaknesses, Accuracy, Practical 

Applications, and Scalability of various text-to-

SQL deep learning approaches. This dual 

analysis framework serves as a valuable 

resource for academia, industry professionals, 

and individuals interested in delving into the 

realms of Natural Language Processing (NLP), 

neural semantic parsing, or Text-to-SQL. By 

offering insights into dataset characteristics and 

deep learning model assessments, this resource 

aims to guide advancements in the field and 

facilitate informed decision-making for 

researchers, practitioners, and enthusiasts 

seeking to explore the intricacies of NLIDB 

technologies. 

The rest of this paper is organized as follows: 

In the second section, we formally define the 

text-to-SQL problem and examine the prevalent 

architecture in deep learning approaches, 

specifically the sequence-to-sequence (seq-to-

seq) architecture. We elucidate the encoder-

decoder framework, detailing each constituent 

component: the encoder, the attention 

mechanism, and the decoder. The third section 

provides an in-depth analysis of the datasets 

employed in single-turn text-to-SQL tasks. We 

discuss their characteristics, advantages, and 

domains, distinguishing between single-

domain and cross-domain datasets. 

The fourth section scrutinizes the evaluation 

metrics used in text-to-SQL challenges, 

focusing on the two principal metrics: exact 

match accuracy (EM) and Execution accuracy 

(EX). Achieving high exact-match accuracy is 

challenging due to the complex syntax and 

structure of SQL queries. Small variations or 

even semantically equivalent queries with 

different syntax can result in a lower score. On 

the other hand, EM requires access to the actual 

database and the ability to execute queries, 

which might not always be feasible or scalable. 



Additionally, databases must be kept consistent 

to ensure fair evaluation. 

The fifth section categorizes and examines 

the methodologies utilized in text-to-SQL, 

which we have grouped into four categories: 

seq-to-seq models, transformer-based models, 

pre-trained text-to-SQL models, prompt 

engineering techniques, particularly in the 

context of emerging Large Language Models 

(LLMs). 

The final section before the conclusion 

outlines potential future research directions, 

informed by our investigation and a review of 

relevant literature. 

Background 

Problem Formulation 

Given a natural language question 

Q=q1…q|Q|, a database schema S = <C, T> 

with columns C= {c1, …, c|C| } and tables T={ 

t1,…, t|T| }. The problem of text-to-SQL 

involves converting natural language queries 

expressed in text into executable SQL queries 

that can be used to retrieve information from a 

database. 

The objective of text-to-SQL is to predict the 

SQL query y from the input <Q, S> 

The tasks and challenges are to build a model 

that: 

1. Understands Semantic Understanding: 

The model needs to understand the 

semantic meaning of the natural language 

query. This involves parsing the input to 

identify entities, relationships, and 

conditions. 

2. Generates SQL Query: Once the semantic 

understanding is achieved, the model must 

generate the corresponding SQL query. 

This includes selecting the appropriate 

tables, columns, conditions, and other SQL 

syntax elements. 

3. Handles Ambiguity: Natural language 

queries can be ambiguous. The model 

should handle ambiguity and uncertainty to 

provide accurate and contextually 

appropriate SQL queries. 

4. Manages Variability in Language: Users 

can express the same query in various 

ways. The model should be robust to 

different ways of asking the same question. 

The most used model in such a challenge is 

an encoder and decoder architecture with 

attention mechanisms. 

Encoder-Decoder Framework 

The encoder-decoder model is a fundamental 

architecture used in sequence-to-sequence 

learning[6], particularly in tasks such as 

machine translation. This framework is used 

with attention mechanism [25–28], so we have 

3 main components: 

Encoder: The encoder is responsible for 

processing the input sequence and creating a 

fixed-size context vector that captures the 

relevant information from the input. Each 

element of the input sequence is encoded into a 

hidden representation. 

1. Embedding Layer: Converts input tokens 

(words or sub words) into continuous 

vector representations. Provides a dense 

representation of the input words. 

2. Recurrent Neural Network (RNN) [29–31] 

or Transformer Layers [15]: RNN: 

Captures sequential dependencies in the 

input. Transformer: Allows for parallel 

processing of input sequences. Each step 

processes one token and updates the hidden 

state. 

3. Hidden States: At each time step, the 

encoder produces a hidden state vector that 

summarizes the information up to that point 

in the input sequence. 

The final hidden states are used as the 

context vectors that encode the entire input 

sequence. 

Attention Mechanism [25, 27, 28]: 

The attention mechanism allows the decoder 

to focus on different parts of the input sequence 

while generating each element of the output 

sequence. It helps in handling long-range 



dependencies and improves the model's ability 

to capture context. 

1. Attention Scores: Calculates attention 

scores for each pair of encoder hidden 

states and the current hidden state of the 

decoder. Indicates how much focus should 

be given to each position in the input 

sequence when generating the current 

output element. 

2. Context Vector: A weighted sum of the 

encoder's hidden states based on the 

attention scores. Provides a dynamic 

representation of the relevant parts of the 

input sequence for the current decoding 

step. 

Decoder 

The decoder generates the output sequence 

based on the context vector from the attention 

mechanism and the previously generated 

elements of the output sequence. 

1. Embedding Layer: Converts the previously 

generated output tokens into continuous 

vector representations. Recurrent Neural 

Network (RNN) or Transformer Layers: 

2. RNN: Captures sequential dependencies in 

the output. Transformer: Allows for parallel 

processing of output sequences. 

3. Hidden States: At each decoding step, the 

decoder updates its hidden state based on 

the previously generated tokens and the 

context vector from the attention 

mechanism. 

4. Output Layer: Generates the probability 

distribution over the vocabulary for the 

next token in the output sequence. A 

SoftMax[32] activation function is 

commonly used to produce these 

probabilities. 

The model is trained using pairs of input and 

output sequences. The training objective is to 

minimize the difference between the predicted 

output sequence and the target sequence. 

The encoder processes the input sequence, 

the attention mechanism captures relevant 

information, and the decoder generates the 

output sequence. The attention mechanism 

allows the model to focus on different parts of 

the input sequence during the decoding process, 

enhancing its ability to handle various types of 

input-output relationships. 

Text-To-SQL Dataset 

In this section, we delve into the intricacies 

of the Text-to-SQL dataset, a foundational 

component in the realm of Natural Language 

Interfaces to Databases (NLIDB). The dataset 

serves as a crucial resource for training and 

evaluating Text-to-SQL models, providing a 

diverse range of queries and schemas that 

challenge the semantic understanding and 

query generation capabilities of deep learning 

systems. 

We begin by exploring the high-level 

topology of the Text-to-SQL dataset (Fig2.), 

shedding light on its structure, composition, and 

relevance to real-world applications. Through a 

detailed examination of key datasets such as 

GeoQuery and Restaurants, we uncover the 

unique characteristics and challenges posed by 

each dataset, ranging from geographical 

information to restaurant details. 

Furthermore, we analyze the role of datasets 

in shaping the performance and generalizability 

of Text-to-SQL models, emphasizing the 

importance of dataset quality, size, and 

complexity in driving advancements in NLIDB 

technologies. By unraveling the nuances of 

Text-to-SQL datasets, we aim to provide a 

comprehensive understanding of the 

foundational elements that underpin the 

development and evaluation of state-of-the-art 

Text-to-SQL systems. 

Here below some Text-To-SQL datasets: 

GeoQuery [33] 

The GeoQuery dataset is focused on U.S. 

geography and contains approximately 800 

Prolog facts asserting relational tables for basic 

information about U.S. states. This includes 

information such as population, area, capital 

city, neighboring states, major rivers, major 



cities, and the highest and lowest points along 

with their elevations.

 

Figure 2. High-level Topology for text-to-SQL with Dataset Details 

Restaurants [34] 

The Restaurant dataset contains information 

about thousands of restaurants in Northern 

California, including the name of the restaurant, 

its location, its specialty, and a guidebook 

rating. The dataset was used in the context of a 

probabilistic framework for semantic shift-

reduce parsing, which was applied using a 

hand-built grammar constructed to reflect 

typical queries in this domain and translated 

into a logic form resembling SQL. The 

algorithm used for the Restaurant dataset was 

TABULATE, an ILP method motivated by 

combining the advantages of two ILP 

approaches in CHILLIN. The dataset was one 

of three domains used to demonstrate the 

performance of the new approach, with the 

other two domains being U.S. Geography and 

Job query systems. The results of the 

experiments show that the probabilistic 

framework achieved near-perfect accuracy in 

both recall and precision in the Restaurant 

domain, given only roughly 30% of the training 

data. 

Scholar [35] 

The SCHOLAR dataset is a semantic parsing 

dataset for academic database searches. It 

comprises natural language utterances labeled 

with SQL queries, specifically designed for 

querying an academic database. The dataset 

includes 816 labeled utterances, divided into a 

600/216 train/test split. Additionally, the dataset 

is accompanied by a database containing 

academic papers with their authors, citations, 

journals, keywords, and datasets used. 

WikiSQL [36] 

The WikiSQL dataset is a crucial component 

of the Seq2SQL project, providing a large 

corpus of hand-annotated instances of natural 

language questions, SQL queries, and SQL 

tables extracted from Wikipedia. This dataset is 

an order of magnitude larger than previous 

semantic parsing datasets, containing 80,654 

examples and 24,241 tables. The tables used in 

WikiSQL are available in both raw JSON 

format and as an SQL database, making it a 

comprehensive and valuable resource for 

training and evaluating natural language 

interfaces for databases. The collection of 

WikiSQL involved a paraphrase phase and a 

verification phase. During the paraphrase 

phase, tables extracted from Wikipedia were 

used, and small tables were removed based on 

specific criteria to ensure the quality and 



relevance of the data. The dataset was then 

crowd-sourced on Amazon Mechanical Turk, 

where workers paraphrased generated questions 

for the tables. The paraphrases were 

subsequently verified by other workers to 

ensure accuracy and variation. This meticulous 

process resulted in a high-quality dataset 

suitable for training and evaluating natural 

language interfaces for databases. Overall, 

WikiSQL serves as a valuable resource for 

developing and testing natural language 

interfaces for databases, providing a diverse 

and realistic collection of questions, SQL 

queries, and SQL tables extracted from the web. 

ParaphraseBench [37] 

ParaphraseBench is a benchmark dataset 

curated as part of the DBPal project to test the 

robustness of natural language interfaces for 

databases (NLIDBs) against different linguistic 

variations. It consists of 290 pairs of NL-SQL 

queries that model a medical database with one 

table containing patient attributes such as name, 

age, and disease. The queries are grouped into 

categories based on the linguistic variation used 

in the NL query, including naive, syntactic 

paraphrases, morphological paraphrases, 

lexical paraphrases, and missing information. 

The benchmark is available online and can be 

used to evaluate the performance of NLIDBs. 

Spider [38] 

The Spider dataset is a large-scale, human-

labeled dataset designed for complex and cross-

domain semantic parsing and text-to-SQL 

tasks. It consists of over 10,000 questions and 

5,600 unique complex SQL queries on 200 

databases, covering 138 different domains. The 

dataset was annotated by 11 college students 

and is distinct from previous semantic parsing 

tasks in that it requires models to generalize 

well to both new SQL queries and new database 

schemas. 

This makes it a challenging and realistic 

semantic parsing task, presenting ample 

opportunities for future research and 

improvement in the field of natural language 

processing. 

The Spider dataset is unique in that it 

contains databases with multiple tables in 

different domains and complex SQL queries, 

testing the ability of a system to generalize not 

only to new SQL queries and database schemas 

but also to new domains. It addresses the need 

for a large and high-quality dataset for a new 

complex and cross-domain semantic parsing 

task, providing a valuable resource for 

researchers and practitioners in the field. 

The dataset and task are publicly available, 

allowing for experimentation and development 

of state-of-the-art models to tackle the 

challenges presented by the Spider dataset. It 

has the potential to benefit both the natural 

language processing and database 

communities, offering opportunities for 

advancements in semantic parsing and text-to-

SQL tasks. 

CSpider [39] Chinese Version of Spider 

Spider-SSP [40] 

Spider-SSP refers to a specific split of the 

SPIDER dataset, which is a non-synthetic text-

to-SQL dataset containing 10,181 questions and 

5,693 unique SQL queries across 138 domains. 

The Spider-SSP split consists of 3,282 training 

examples and 1,094 test examples, and it 

includes various subsets such as a random split, 

a split based on source length, a TMCD split, 

and a template split. The primary evaluation of 

models on Spider-SSP involves the text-to-SQL 

task, which presents challenges related to 

schema linking and modeling complex SQL 

syntax. The PDF discusses the results of 

different models, including T5-Base, T5-3B, 

NQG-T5-Base, and NQG-T5-3B, on the 

Spider-SSP split, highlighting the performance 

of NQG-T5 despite the complex nature of SQL 

syntax. The findings suggest that while the text-

to-SQL task is not well modeled by the NQG 

grammar due to SQL's complex syntax, NQG-

T5 still performs well by relying on T5. Overall, 

Spider-SSP serves as a valuable benchmark for 



evaluating the performance of semantic parsing 

models in handling natural language variation 

and compositional generalization challenges. 

Spider-Syn [41] 

Spider-Syn is a curated dataset derived from 

the Spider benchmark, modifying NL questions 

by substituting schema-related words with 

selected synonyms. This alteration disrupts the 

direct correspondence between questions and 

table schemas, leading to a substantial accuracy 

drop. Proposed defenses, such as incorporating 

synonym annotations and adversarial training, 

show effectiveness, with the former being 

notably impactful. 

In Spider-Syn, a total of 5672 questions have 

been altered compared to the original Spider 

dataset. Among these modifications, 5634 cases 

involve changes to the schema item words, 

while modifications to the cell value words 

occur in only 27 cases. The alterations are 

achieved through the replacement of 

approximately 492 different words or phrases in 

the questions, utilizing 273 synonymous words 

and 189 synonymous phrases. 

On average, there is almost one change per 

question in the Spider-Syn examples, with 

approximately 7.7 words or phrases modified 

per domain. Notably, the dataset preserves 2201 

original Spider questions in the training set and 

161 in the development set. 

During the modification process between the 

training and development sets, 52 words or 

phrases were consistently modified, 

representing 35% of the changes observed in 

the development set. This highlights a degree of 

overlap in the alterations made between these 

two sets. 

Spider-DK [42] 

Spider-DK is a human-curated dataset. It is 

based on the Spider benchmark, which is 

commonly used for evaluating text-to-SQL 

translation models. In Spider-DK, NL (natural 

language) questions are selected from the 

original Spider dataset, and some samples are 

modified by adding domain knowledge that 

reflects real-world question paraphrases. The 

goal of Spider-DK is to investigate the 

robustness of text-to-SQL models when faced 

with questions requiring rarely observed 

domain knowledge. 

Critera2SQL [43] 

This dataset is unique in that it focuses on 

eligibility criteria from clinical trials related to 

diseases such as Sepsis, Heart attack, Diabetes, 

and Alzheimer's. It contains 2003 eligibility 

criteria along with their corresponding SQL 

queries, covering 984 concepts. 

The dataset includes eligibility criteria with 

varying levels of complexity, encompassing 

cases such as Order-sensitive, Counting-based, 

and Boolean-type criteria. These criteria pose 

challenges that are specific to the medical 

domain and are not typically addressed in 

general natural-language-to-SQL datasets. 

To create the dataset, the authors collected 

eligibility criteria from clinical trials registered 

in Clinicaltrials.gov, focusing on specific 

keywords related to the diseases of interest. The 

criteria were preprocessed to ensure clarity and 

compatibility with electronic health record 

tables. A concept set was extracted from the 

eligibility criteria for generating column names 

in synthetic patient-record tables and for SQL 

annotations. 

The SQL annotations in the dataset were 

created by SQL experts, following a 

standardized structure of SELECT statements 

with WHERE clauses. Annotators filled in the 

conditions part of the WHERE clause based on 

the eligibility criteria, with column names 

matching the terms used in the criteria. The 

dataset also includes additional very long 

eligibility criteria to enhance coverage of 

counting-based cases. 

Overall, the Criteria2SQL dataset provides a 

valuable resource for training and evaluating 

models that aim to automatically parse 

eligibility criteria and generate corresponding 



SQL queries, facilitating the process of cohort 

definition for clinical research. 

SQUALL [44] 

SQUALL is a dataset enriching 11,276 

English-language Wiki Table Questions with 

manually created SQL equivalents and 

alignments between SQL and question 

fragments. 

XSP [45] 

The Cross-Database Semantic Parsing 

(XSP) dataset is a collection of datasets used to 

evaluate systems that map natural language 

utterances to executable SQL queries in 

databases that were not seen during training. 

Unlike traditional Semantic Parsing tasks that 

focus on single-database scenarios, XSP 

introduces additional challenges such as 

generalizing to new schema structures, domain-

specific phrases, and database conventions. In 

XSP, the training examples consist of input-

output pairs ({x(l), y(l), D(l)i}) and evaluation 

examples consist of input-output pairs ({x(l), 

y(l), D(l)j}), where each D represents a 

database. Importantly, the training and 

evaluation datasets do not overlap, adding 

complexity to the generalization process. 

The XSP dataset aims to address the 

limitations of traditional Semantic Parsing tasks 

by evaluating systems on diverse datasets that 

were originally designed for single-database 

semantic parsing. By repurposing well-studied 

datasets like GeoQuery and ATIS in the XSP 

context, researchers can uncover new 

generalization challenges and assess the 

system's ability to adapt to unseen databases 

with varying schema structures and language 

use. 

The XSP dataset provides a comprehensive 

evaluation setup for cross-database semantic 

parsing systems, highlighting the importance of 

diverse training and evaluation datasets to 

improve the generalization capabilities of 

models in this challenging domain. 

SEOSS-Queries [46] 

The SEOSS-Queries dataset is a 

comprehensive resource designed to facilitate 

text-to-SQL and question-answering tasks in 

the field of software engineering. Here is a 

description of the dataset: 

Objective: The main objective of the 

SEOSS-Queries dataset is to address the 

information needs of stakeholders involved in 

software development projects. It aims to assist 

in making informed decisions by providing a 

structured collection of natural language 

utterances and corresponding SQL queries. 

Compilation: The dataset was compiled by 

extracting natural language utterances and SQL 

queries from various sources, including 

previous studies, software projects, issue-

tracking tools, and expert surveys. The data 

collection process involved analyzing 

literature, stakeholder questions, and content 

from 33 software projects to refine and 

orchestrate the queries. 

Contents: Natural Language Utterances: 

The dataset consists of 1,162 English utterances 

that translate into 166 SQL queries. Each query 

is accompanied by four precise utterances and 

three more general ones. Additionally, there are 

393,086 labeled utterances extracted from issue 

tracker comments. 

Data Format: The dataset is structured with 

raw data in a format suitable for training and 

evaluating text-to-SQL models. 

Accessibility: The data is publicly available 

through the Figshare repository under a specific 

identification number. 

Value and Applications: The SEOSS-

Queries dataset provides a valuable resource for 

machine learning scientists and researchers to 

train and evaluate text-to-SQL models in the 

software engineering domain. Stakeholders, 

such as developers, can leverage text-to-SQL 

models trained on this dataset to query database 

information efficiently for decision-making. 

The dataset can be utilized in the fields of 

Machine Learning and Natural Language 

Processing (NLP) for tasks such as 



classification, clustering, and analyzing 

developers' information needs. The SEOSS-

Queries dataset offers a rich collection of 

natural language utterances and SQL queries 

tailored to address the information needs of 

stakeholders in software engineering projects, 

providing a valuable resource for research and 

practical applications in the field. 

FIBEN [47] 

The FIBEN dataset is a significant 

component of the ATHENA++ system, 

designed to facilitate the handling of complex 

business intelligence queries through natural 

language. Here is a detailed description of the 

FIBEN dataset: 

Composition: The FIBEN dataset is 

constructed by combining two financial 

datasets, namely the SEC and TPoX datasets. 

Complexity: It is noted for its complexity, 

with a significantly larger number of tables per 

database schema compared to other 

benchmarks. This complexity mirrors that of an 

actual financial data warehouse, providing a 

realistic environment for query evaluation. 

Ontologies: The FIBEN dataset is based on 

a combination of two financial ontologies, 

namely the Financial Industry Business 

Ontology (FIBO) and the Financial Report 

Ontology (FRO). These ontologies contribute 

to the domain complexity required to express 

real-world financial business intelligence 

queries effectively. 

Query Types: The dataset contains 300 

natural language queries, each corresponding to 

237 distinct SQL queries. These queries cover a 

wide range of nested query types, ensuring a 

comprehensive evaluation of the system's 

capabilities. 

Query Generation: The natural language 

queries in the FIBEN dataset are typical 

analytical queries crafted by business 

intelligence experts. These experts were tasked 

with creating queries that encompass all four 

nested query types, along with various SQL 

query constructs, ensuring a diverse and 

challenging query set. 

Availability: The benchmark queries of the 

FIBEN dataset are accessible at the following 

link: https://github.com/IBM/fiben-benchmark  

The FIBEN dataset serves as a robust 

benchmark for evaluating the performance of 

NLIDB systems, particularly in handling 

complex financial business intelligence queries. 

Its comprehensive nature and realistic 

representation of financial data make it a 

valuable resource for advancing natural 

language interfaces to databases. 

CSS [48] 

CSS, a large-scale Cross-Schema Chinese 

text-to-SQL medical dataset, addresses the 

challenges of cross-domain and single-domain 

text-to-SQL tasks by proposing a cross-schema 

text-to-SQL task. CSS consists of 4,340 

question/SQL pairs across 2 databases, 

expanded to 19 databases with 29,280 examples 

for generalized model training. The dataset also 

serves as a significant corpus for single-domain 

Chinese text-to-SQL studies, and 

benchmarking baselines showcase its potential 

and utility. 

Aclanthology [49] 

The ACL Anthology dataset is a collection of 

more than 40,000 research articles published in 

computational linguistic events, including 

conferences, workshops, and journals. It 

represents one of the largest collections of 

natural language processing research papers 

and provides a comprehensive resource for 

researchers in the field. The dataset is used to 

construct the Computational Linguistic 

Knowledge Graph (CLKG). The CLKG 

construction methodology involves processing 

full-text PDFs, extracting metadata and 

structure information, and constructing a 

heterogeneous graph consisting of four entities: 

author, paper, venue, and field. CLKG 

facilitates high-quality search and exploration 

https://github.com/IBM/fiben-benchmark


of current research progress in the 

computational linguistics field. 

DuSQL [50] 

DuSQL is a comprehensive industry-

oriented dataset for natural language interface 

to databases. It contains a huge number of 

question/SQL pairs covering a wide range of 

domains such as cities, singers, movies, 

animals, etc. It is much larger than other 

complex datasets and covers about 70% of 

information from Baike. DuSQL conforms to 

the distribution of SQL queries in real 

applications and contains enough question/SQL 

pairs for all common types. It is constructed 

based on a thorough quality control process and 

conforms to various evaluation metrics. 

Overall, DuSQL is a pragmatic and valuable 

dataset for natural language interaction with 

databases. 

KaggleDBQA [51] 

The KaggleDBQA dataset contains a total of 

1,687 questions, split across eight databases. 

Each question is paired with at least one SQL 

query that corresponds to the correct answer to 

the question. The questions are constructed to 

be similar to those that a user might ask of a 

database, where the user has limited knowledge 

of the database schema and terminology. The 

queries are annotated with the table and column 

names that they use, allowing for more accurate 

evaluation of model performance. The dataset 

includes a "few-shot" evaluation setting, where 

a model is trained on a small number of 

examples and evaluated on a separate set of 

questions, to simulate a more realistic scenario 

where a model is given limited training data 

before being deployed in a new application. 

Dataset Influence on Performance and 

Generalization 

Different types of datasets play a crucial role 

in influencing the performance and 

generalization of text-to-SQL models. Table 1. 

presents an overview of text-to-SQL 

benchmarks, showcasing various datasets used 

for training and evaluating text-to-SQL models, 

highlighting the diversity in dataset 

characteristics that can influence model 

performance and generalization. 

1. Diversity of Schemas: Datasets with 

diverse database schemas help models 

generalize better to unseen databases by 

exposing them to a wide range of structures 

and query types. 

2. Diversity (Complexity) of Queries: 

Datasets containing complex and varied 

natural language queries challenge models 

to handle diverse linguistic patterns, 

enhancing their generalization capabilities. 

3. Data Size and Quality: Larger datasets 

with high-quality annotations contribute to 

improved model performance by providing 

more training examples and reducing 

overfitting. 

4. Domain Specificity: Domain-specific 

datasets focus on particular industries or 

topics, allowing models to specialize in 

specific domains but may limit 

generalization to other domains.

Table 1. Overview of text-to-SQL Benchmarks 

# Dataset Type Language #Domain #SQL #DB #Tables #Size Domain Spec 

1 GenQuery Single Turn en 1 247 1 6 880 Single domain 

2 Restaurants  Single Turn en 1 378 1 3 525 Single domain 

3 Scholar Single Turn en 1 193 1 7 817 Single domain 

4 WikiSQL Single Turn en   77840 26521 1 80654 Single domain 

5 ParaphraseBench  Single Turn en 1     1 290 Single domain 

6 Spider  Single Turn   138 5693 200 1020 10181 cross-domain 

7 CSpider  Single Turn zh 138 5693 200 1020 10181 cross-domain 



8 Critera2SQL Single Turn en 1       2003 Single domain 

9 SQUALL Single Turn en   11276 2108 2108 15620 cross-domain 

10 XSP  Single Turn en           cross-domain 

11 Spider-Syn  Single Turn en   4525 160 876 8034 cross-domain 

12 Spider-DK Single Turn en   283 10 48 535 cross-domain 

13 SEOSS-Queries Single Turn     166     1162   

14 FIBEN Single Turn en 1 237 1   300 Single domain 

15 CSS Single Turn en     19   29280 cross-domain 

16 DuSQL Single Turn zh   23797 200 820 23797 cross-domain 

17 KaggleDBQA Single Turn en   1687 8   1687   

Best Practices for Dataset Curation and 

Utilization 

1. Diverse Schema Representation: Curate 

datasets with a variety of database schemas 

to expose models to different structures and 

improve generalization. 

2. Data Augmentation: Augment datasets by 

generating variations of existing queries 

and schemas to increase diversity and 

robustness in model training. 

3. Quality Annotations: Ensure high-quality 

annotations in datasets to provide accurate 

ground truth for training models 

effectively. 

4. Cross-Domain Training: Incorporate 

datasets from multiple domains to train 

models on diverse data sources, enhancing 

their ability to generalize across different 

domains. 

5. Regular Updates: Continuously update 

and expand datasets to reflect evolving 

database structures and query patterns, 

ensuring models remain relevant and 

adaptable to new challenges. 

To meet all these requirement, [52] proposes 

The UNITE benchmark comprises 18 publicly 

available text-to-SQL datasets covering various 

domains, including Wikipedia, healthcare, 

education, geography, transportation, software 

engineering, and finance. 

Evaluation Metrics 

Metrics that consider the semantic meaning 

of the generated SQL query. This includes 

evaluating whether the generated query 

correctly captures the user's intent. 

Execution Accuracy 

1. Definition: Measures the percentage of 

generated SQL queries that execute 

successfully on the corresponding 

database. 

2. Calculation: The number of correctly 

executed queries divided by the total 

number of queries. 

𝐬𝐜𝐨𝐫𝐞 (𝐕, 𝐕𝐡𝐚𝐭)  = {
1, 𝑉 = 𝑉ℎ𝑎𝑡

0, 𝑉 ≠ 𝑉ℎ𝑎𝑡 

EX = 
∑ 𝑠𝑐𝑜𝑟𝑒(𝑉,𝑉ℎ𝑎𝑡)𝑁

𝑛=1

𝑁
 

Exact Match Accuracy 

1. Definition: Measures the percentage of 

generated SQL queries that exactly match 

the reference (ground truth) SQL queries. 

2. Calculation: The number of queries with an 

exact match divided by the total number of 

queries. 

𝐬𝐜𝐨𝐫𝐞(𝐲, 𝐲𝐡𝐚𝐭)  = {
1, 𝑦 = 𝑦ℎ𝑎𝑡

0, 𝑦 ≠ 𝑦ℎ𝑎𝑡 

EM = 
∑ 𝑠𝑐𝑜𝑟𝑒(𝑦,𝑦ℎ𝑎𝑡)𝑁

𝑛=1

𝑁
 

Single-Turn Common Approach 

The transformation of natural language text 

into SQL queries, commonly referred to as 



Text-to-SQL, is an important task at the 

intersection of natural language processing 

(NLP) and databases. This task has 

significantly benefited from advancements in 

deep learning technologies. The methodologies 

can be broadly categorized into Seq-to-seq 

models, Transformer-based approaches, 

pre-trained models, and Prompt 

Engineering strategies. Each of these 

approaches has contributed uniquely to the 

progress in text-to-SQL research. 

Tabel 2. gives cons and pros of each 

approach. 

Seq-to-seq Text to SQL 

Pure Seq-to-Seq 

Sequence-to-sequence (Seq-to-seq) 

frameworks are among the pioneering 

techniques applied to the Text-to-SQL task. 

These models utilize an encoder-decoder 

architecture to transform natural language input 

into SQL queries. The encoder processes the 

input sentence into a fixed-length context 

vector, and the decoder generates the 

corresponding SQL query based on this 

context. [53] introduced data recombination 

techniques to improve robustness and 

versatility in Seq-to-seq models for semantic 

parsing. They showcased how the models could 

effectively generalize to a variety of inputs by 

recombining training data to form novel 

combinations. 

One significant advancement in Seq-to-seq 

modeling is the Seq2SQL model by [36], which 

combines sequence-to-sequence neural 

networks with reinforcement learning to 

optimize SQL generation. This combination 

addresses the challenge of ensuring that 

generated queries are both accurate and 

efficiently structured. Reinforcement learning 

enables the model to fine-tune its outputs by 

maximizing rewards based on the correctness of 

the SQL query. This approach demonstrated 

substantial improvements in execution 

accuracy and logical form accuracy over 

traditional supervised learning methods. 

[54] further explored the feasibility of 

building an effective semantic parser with 

minimal annotated data, emphasizing the 

practicality of such models in real-world 

applications. Their work demonstrated the 

potential of creating robust models for 

translating natural language to SQL, even with 

limited training data. 

Seq-to-tree [55,56,65–70,57–64] 

Coarse-to-Fine Decoding 

[62] introduce a structure-aware neural 

architecture with a coarse-to-fine decoding 

approach for semantic parsing 

[56,60,64,65,70]. This method involves 

generating a rough sketch of the meaning 

representation first, followed by filling in the 

details. This two-stage process allows the 

model to handle low-level information more 

effectively and results in competitive 

performance across various domains, despite 

using relatively simple decoders. 

Grammar-Based Decoding 

Grammar-based decoders [57,61,66,67,69] 

are particularly adept at capturing the syntactic 

rules of SQL. [61] propose a Syntactic Neural 

Model for general-purpose code generation that 

uses a grammar model to capture the underlying 

syntax of the target programming language. 

This grammar-oriented approach has shown 

effectiveness in scaling the generation of 

complex programs from natural language, 

achieving improved results over traditional 

code generation techniques. 

In a similar vein, [66] presents TRANX, a 

transition-based neural abstract syntax parser 

that leverages an abstract syntax description 

language. TRANX demonstrates high accuracy 

by utilizing the syntax of the target meaning 

representation to constrain the output space, 

thereby enhancing the generalizability and 

effectiveness of the decoder in semantic parsing 

and code generation tasks.



Table 2. SWAPS Analysis of Different Group 
 

Strengths Weaknesses Accuracy Practical 

Applications 

Scalability 

Seq2SQL 

Model 

Combines sequence-to-

sequence neural 

networks with 

reinforcement learning 

for optimized SQL 

generation, leading to 

improved execution 

accuracy and logical 

form accuracy  

May struggle with 

handling complex 

schemas and long-

range dependencies  

Demonstrated 

substantial 

improvements 

in accuracy 

over traditional 

supervised 

learning 

methods  

Effective for 

generating 

accurate and 

structured SQL 

queries, suitable 

for various real-

world 

applications 

May face 

challenges in 

scaling to 

handle 

complex 

schemas 

efficiently 

Transformer-

based 

Methods 

Revolutionized NLP 

tasks, including Text-to-

SQL, by capturing long-

range dependencies 

effectively  

May require 

significant 

computational 

resources and data 

for training 

Demonstrated 

high accuracy 

in handling 

complex 

schemas and 

dependencies  

Suitable for tasks 

requiring 

understanding 

and generation of 

SQL queries 

from natural 

language inputs 

Can be scalable 

but may 

require 

optimization 

for efficiency 

in large-scale 

applications. 

Prompt 

Engineering 

and 

Pretrained 

Models 

Enhance model 

adaptability, contextual 

understanding, and 

performance in 

generating SQL queries 

May rely heavily 

on pre-training data 

and prompt 

engineering for 

optimal 

performance. 

Significantly 

improves model 

performance in 

SQL query 

generation 

Offers practical 

solutions for 

real-world Text-

to-SQL tasks 

with minimal 

training data 

Can be scalable 

with proper 

engineering 

and 

optimization 

 

However, Seq-to-seq or Seq-To-Tree Text-To-

SQL models, even with attention mechanism 

[56] [71], have limitations in handling complex 

schemas and long-range dependencies in text, 

which has paved the way for exploring more 

advanced architectures like transformers. 

1. Transformer-Based Methods 

Transformers have revolutionized natural 

language processing (NLP) tasks, including 

text-to-SQL, by enabling the modeling of long-

range dependencies and parallelized training. 

The self-attention mechanisms of transformer 

models allow them to capture dependencies 

between tokens in a sentence, making them 

exceptionally suitable for understanding and 

generating SQL queries from natural language 

inputs. 

[72] introduced BERT (Bidirectional 

Encoder Representations from Transformers), 

which set new benchmarks in NLP by 

leveraging deep bidirectional context 

understanding. BERT’s attention mechanisms 

enable it to model intricate relationships in 

input data, critical for tasks like Text-to-SQL. 

BERT’s pre-training on extensive corpora 

results in rich contextual embeddings that 

improve the model’s understanding and 

generation of language. 

[73] proposed TypeSQL, which uniquely 

incorporates type information from the 

database schema into the transformer model. 

By resolving ambiguities in natural language 

queries through type annotations, TypeSQL 

ensures more accurate and contextually 

relevant SQL queries. This approach 

significantly improves the model’s 

performance in understanding and processing 

various database schema types. [74] 



emphasized the importance of encoding 

database structures using graph neural 

networks. [75] introduced BRIDGE, a 

sequential architecture leveraging BERT to 

model dependencies between natural language 

questions and relational databases.  

Following BERT and its variants[76–79], 

[80] developed RAT-SQL (Relation-Aware 

Transformer for SQL), incorporating relation-

aware self-attention mechanisms to encode 

complex schema information and context. This 

model extends BERT by integrating relational 

data understanding with a transformer 

architecture, enhancing accuracy in generating 

SQL queries by mapping schema relations 

alongside the input text. Other variants of RAT-

SQL[81] [82] [83, 84] arise after the original 

RAT-SQL. [85] introduced LGESQL, a line 

graph-enhanced model that integrates local and 

non-local relations within the graph iteration. 

The advancements in transformer-based 

methods have demonstrated their capacity to 

handle complex schemas and long-range 

dependencies effectively, making them robust 

solutions for the Text-to-SQL challenge. 

2. Pretrained Text-to-SQL Models 

Pretrained language models have shown 

immense potential in various NLP tasks, 

including Text-to-SQL. These models leverage 

pre-trained embeddings encapsulating rich 

language semantics and syntax, enabling 

effective understanding and generation of SQL 

queries with limited task-specific training. [86] 

introduced PICARD, a method for constraining 

large pre-trained language model decoders 

through incremental parsing, significantly 

enhancing performance on challenging 

benchmarks like Spider. 

[87] introduced TaPas, a model built on 

BERT to process and generate queries from 

structured table data. TaPas employs weak 

supervision and pre-trained BERT embeddings, 

enhancing the model's robustness in SQL 

generation. This approach excels in scenarios 

involving tables, effectively interpreting 

structured data to generate SQL queries. 

[17] demonstrated the efficacy of pre-trained 

language models for semantic parsing, showing 

that fine-tuning these models on task-specific 

data significantly outperforms traditional 

methods. Pre-trained embeddings provide rich 

linguistic understanding, allowing the model to 

handle diverse and complex queries effectively. 

[88] presents a Structure-Grounded 

pretraining framework (StruG) for text-to-SQ 

that can effectively learn to capture text-table 

alignment based on a parallel text-table corpus. 

Another significant model is StructBERT by 

[89], which integrates structural information 

from SQL grammar into the BERT model, 

enabling the handling of complex SQL queries 

more effectively. StructBERT's design 

incorporates both syntactic and semantic 

aspects, resulting in improved performance on 

challenging text-to-SQL benchmarks. 

Other researchers have focused on novel pre-

training and encoding techniques to enhance 

text-to-SQL models. [90] presented a grammar 

pre-training method (GP) to decode deep 

relations between questions and databases, 

while [91] introduced GraPPa, a grammar-

augmented pre-training approach for table 

semantic parsing. 

These pre-trained models exemplify the 

power of leveraging extensive pre-training to 

achieve high performance in SQL query 

generation, even with minimal task-specific 

supervision. 

3. Prompt Engineering 

Prompt engineering is an innovative 

technique that leverages pre-trained large 

language models[16,18,97,98,76,77,79,92–96] 

for various tasks, including Text-to-SQL. This 

method involves designing specific input 

prompts to guide pre-trained models in 

performing desired tasks with minimal task-

specific training data, harnessing the extensive 

knowledge embedded in these models. 

[98] showcased the capabilities of GPT-3 

through prompt engineering, demonstrating 

that GPT-3 can perform various tasks, 

including Text-to-SQL, using few-shot learning 



with well-crafted prompts. This approach 

allows models to understand and execute 

complex tasks with minimal additional training, 

highlighting the power of large-scale 

pretraining. 

[99] explored the use of cloze-style prompts 

for few-shot learning in text classification and 

natural language inference, showing their 

effectiveness in improving model performance. 

Their approach indirectly benefits SQL query 

generation by enhancing the model’s 

adaptability and contextual understanding. 

[100] emphasized the effectiveness of prompt 

engineering in adapting pre-trained models to 

new tasks with minimal task-specific data. 

Their research demonstrated significant 

improvements in SQL query generation by 

leveraging prompt engineering to enhance 

model performance. 

[101] proposed DIN-SQL, which 

decomposes the text-to-SQL task into smaller 

sub-tasks to improve LLM performance. [102] 

developed DialSQL, a dialogue-based 

framework that enhances structured query 

generation through user interaction and 

validation. 

Prompt engineering represents a flexible and 

powerful method, enabling high performance in 

text-to-SQL tasks with minimal training data. 

This approach maximizes the capabilities of 

large pre-trained models, offering practical 

solutions for real-world applications. 

Future Directions 

Although previous methods have made 

significant strides, there are still several 

obstacles in creating high-quality text-to-SQL 

parsers. Building on the research presented in 

this manuscript, we identify several avenues for 

future investigation in the text-to-SQL parsing 

domain: 

1. Enhanced Generalizability: Future 

research could focus on improving model 

generalizability to unseen databases. 

Developing models that can effectively adapt to 

new database schemas with minimal fine-

tuning could lead to more versatile and widely 

applicable text-to-SQL systems. 

[103] initially found that existing text-to-

SQL datasets are too structured to effectively 

assess the potential for generalization. 

Therefore, they developed a framework to 

generate text-to-SQL data for testing 

generalizability. The outcomes of their 

experiments indicate a lack of model 

generalization. Furthermore, the analysis 

suggests that overfitting of natural language and 

database schema patterns is the root cause of 

this issue. This generalizability can be reached 

either by adding extra training data to bring 

more unseen patterns in the evaluation 

stage[103] or with the Large Language Model 

for Text-to-SQL as proposed by [104]. 

2. Interpretability [105] and Robustness: 

There is a growing need for text-to-SQL models 

to be more interpretable and robust. Research 

efforts could concentrate on developing models 

that not only generate accurate SQL queries but 

also provide explanations for their decisions, 

enhancing transparency and trust in the 

system's outputs. 

3. Human Interaction Integration: 

Leveraging human interaction for error 

correction and validation in text-to-SQL 

systems could be a promising direction. 

Developing interactive frameworks that allow 

users to provide feedback on generated queries 

and refine them collaboratively could improve 

the overall accuracy and user experience of 

such systems. 

4. Multi-Modal Data Integration: 

Integrating multiple modalities of data, such as 

text, images, and audio, into text-to-SQL 

models could open up new possibilities for 

more comprehensive and contextually rich 

query generation. Research in this area could 

explore how different data types can be 

effectively combined to enhance the 

understanding and generation of SQL queries. 

5. Efficiency and Scalability: Future 

advancements in text-to-SQL research could 

focus on developing more efficient and scalable 



models. Improving the computational 

efficiency of models while maintaining high 

performance could enable the deployment of 

text-to-SQL systems in real-time applications 

and large-scale databases. 

Conclusion 

In conclusion, this literature review 

highlights the significance of deep learning in 

advancing text-to-SQL parsing, emphasizing 

the need for comprehensive dataset curation, 

model evaluation, and future research 

directions. The analysis of strengths and 

weaknesses, along with a focus on accuracy and 

scalability, underscores the importance of 

informed decision-making in developing 

effective NLIDB technologies. As the field 

continues to evolve, addressing challenges such 

as generalizability, interpretability, and human 

interaction integration will be crucial for 

enhancing the usability and trustworthiness of 

text-to-SQL systems in diverse applications. 
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